Velki’lJazykovy model (Large Language Model, LLM), self supervised,
tooltip, transformer architektura, pre-training, fine-tuning,
inference, few-shot learning, emergentné spravanie )

Velky jazykovy model v oblasti umelej inteligencie je jazykovy model trénovany na
obrovskom mnoZstve textu pomocou Specialneho strojového ucenia bez ucitela (self-
supervised)[1].

Ide o generativny model, ktory predikuje nasledujice slovo alebo vetu na zaklade kontextu.
Architektura a technolégia

Je zaloZeny na transformer architekture[2]. VyuZiva mechanizmus self-attention[3] na analyzu kontextu
a paralelizaciu vypoctov, €o umozZiuje pracovat s dlhymi vstupmi efektivnejSie nez starSie modely
(napriklad RNN).

Obsahuje miliardy aZ biliony parametrov, vdaka comu dokaZe pochopit gramatiku, vyznam aj jemné jazykové
kontexty.

Ako LLM funguje?

1. faza resp. Predtréning (pre-training) - model sa uli predikovat dalSie slovo v sekvencii z rozsiahlych
textovych datasetov (knihy, weby, ¢lanky...).

2. faza resp. Doladenie (fine-tuning) - nasledne sa model m6Ze doladovat na konkrétne Ulohy. Napriklad
na preklad, sumarizaciu, generovanie kédu, otazky a odpovede.

3. faza resp. Interferencia[4] (inference) - pri pouZiti generuje text, token za tokenom, na zaklade
vstupného promptu, predikujac pravdepodobne najvhodnejSie pokracovanie.

Schopnosti a aplikacie:

- generovanie textu: pisanie eseji, clankov, kédu, poézie,

- preklad a sumarizacia: automaticky preklad jazykov a tvorba skratenych verzii textu,

- otazky a odpovede: poskytovanie informativnych odpovedi na ludské otazky,

- rdzne ulohy: analyza sentimentu[5], tvorba tooltipov[6], pravne klauzuly, technickd dokumentdcia...

Vyznam a vyvoj:

- predstavuju prelom v NLP, umoznili vznik chatbotov ako ChatGPT, Gemini, Claude ¢i Copilot, schopnych
vSeobecnych textovych uloh bez Specialneho programovania pre kazdu problematiku,

- modely sU schopné few-shot learning[7] ¢i emergentného spravania[8] pri dostatocne velkom
trénovacom datasete, tzv. mega datach a velkej architekture,

- LLM znamenajua novy Standard v spracovani prirodzeného jazyka, umoznujuci Siroké vyuZitie v
edukacnych, podnikovych aj kreativnych aplikaciach.

[1] Self-supervised je Specidlny typ u€enia bez ucitela, ktory je velmi popularny pri trénovani LLM, vizudlnych modelov a
multimodalnych systémov.

[2] Transformer architektura je zakladna Struktira modernych jazykovych modelov; ako LLM; navrhnuta na spracovanie
sekvencii (postupnosti, napriklad textu) tak, aby pracovala efektivne a paralelne.

[3] Mechanizmus v architekttre transformerov, ktory umoZiiuje modelu ,,pozerat sa” na vSetky casti vstupnej sekvencie a
urcit, ktoré slova (tokeny) su pre aktualny vypocet najdolezitejsie.

[4] Inferencia je Cast procesu umelej inteligencie (LLM), ked' uZ je model natrénovany a pouZiva sa na predpovedanie alebo
generovanie vystupov na zaklade vstupnych dat. V kontraste s tréningovou fazou, kde sa model uéi z dat, v inferencnej faze
model neuci, ale aplikuje naucené vzory.

[5] Analyza sentimentu je technika spracovania prirodzeného jazyka (NLP), ktora zistuje emocionalny tén alebo postoj v
texte. Cielom je urcit, €i je obsah pozitivny, negativny alebo neutralny, pripadne jemnejSie kategoérie. Napriklad radost, hnev,
smutok.

[6] Tooltip je maly informacny prvok v pouZivatelskom rozhrani, ktory sa zobrazi, ked pouZivatel prejde kurzorom nad prvok.
Napriklad ikonu, tlacidlo alebo text.
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http://encyklopediapoznania.sk/clanok/10081/prompt-prompt-v-ai-v-programovani-a-v-kreativnom-procese-jednoduchy-a-komplexny-prompt-interakcia
http://encyklopediapoznania.sk/clanok/10078/analyza-sentimentu-priklady-pouzitia
http://encyklopediapoznania.sk/clanok/9341/techniky-spracovania-prirodzeneho-jazyka-natual-language-processing-nlp-syntakticka-analyza-token-rozdelenie-vety-na-kusky-stemovanie-lematizacia-parsovanie-semanticka-analyza
http://encyklopediapoznania.sk/clanok/10076/osobny-asistent-v-umelej-inteligencii-charakteristiky-a-priklady-osobnych-asistentov-porovnanie-s-klasickym-chatbotom-llm-multimodalne-vstupy
http://encyklopediapoznania.sk/clanok/10079/few-shot-learning-shots
http://encyklopediapoznania.sk/clanok/9933/dataset

[7] Few-shot learning je sposob, ako velké jazykové modely (LLM) dokaZu rieSit nové ulohy s velmi malym poctom prikladov
(tzv. ,,shots”), ktoré im date priamo v promptoch.

[8] Emergentné spravanie v kontexte velkych jazykovych modelov (LLM) znamen4, Ze model vykazuje schopnosti alebo
vlastnosti, ktoré neboli explicitne naprogramované ani ocakavané pocas tréningu, ale , objavia sa” pri dostatocne velkej
Skale modelu alebo dat.

Copyright © 2013 - 2026 Encyklopédia poznania 2/2



