Few-shot learning, shots :)

Sp6sob, ako velké jazykové modely (LLM) dokazZu rieSit nové ulohy s velmi malym
poctom prikladov (shots), ktoré im date priamo v promptoch.

Model je uz predtrénovany na obrovskych datach (mega datach). Ked mu date niekolko prikladov v ramci
vstupu, dokaze z nich odvodit vzor a aplikovat ho na nové pripady. Nepotrebuje dalSie trénovanie.
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