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Roku 1920 - cesky spisovatel Karel Capek (1890-1938) vydal vedecko-fantastickG drdmu R.U.R.: Rossumovi
univerzdlni roboti, v ktorej predstavil slovo robot[1].

Roku 1936 - britsky matematik a pocitaCovy vedec Alan Turing (1912-1954) uviedol koncept univerzalneho
Turingovho stroja, t.j. modelu pocitaca, ktorym vieme nasimulovat vypocet akéhokolvek algoritmu.
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Roku 1942 - [saac Asimov (1920-1992) prvykrat predstavil Zdkony robotiky - v poviedke Hra na nahdriacku. Tieto
zakony su pravidla, ktorymi by sa mali roboty riadit, aby sa neobratili proti ludom[2].

Roku 1943 - americki vedci, psychiater a neuroanatom Dr. Warren Sturgis Mc-Culloch (1898-1969) a matematik
Dr. Walter Pitts (1923-1969) prvykrat definovali binarny neurén[3].

Roku 1948 - Norbert Wiener (1894-1964) vo svojej knihe Kybernetika naznacuje urcité koncepty neurénovych
sieti.

Roku 1949 - Donald Olding Hebb (1904-1985) vo svojej knihe Organizdcia sprdvania[4] prvykrat explicitne
spomina pojem ucenia a jeho vztah k synaptickym vaham a ich modifikacii.

Roku 1950

- Isaac Asimov vydal zbierku deviatich kratkych pribehov ja, Robot, ktoré sa venuju téme ludi, robotov
a moralky[5],

- v rovnakom roku sformuloval Alan Turing takzvany Turingov test, ktory sa pokusa zodpovedat na otazku, Ci je
nejaky stroj inteligentny. Je zaloZzeny na textovej komunikacii medzi ¢lovekom a strojom, z ktorej hodnotiaca
komisia zistuje, kto z dvoch je stroj.

V 50. rokoch 20. storocia

- boli vyvinuté prvé algoritmy strojového ucenia[6],

- pionieri umelej inteligencie boli nadSeni z vyvoja pocitacov a ich optimizmus sa pretavil do nazorov, ze
replikovanie [udskej inteligencie je otazkou niekolkych desatrodi.

Neskodr - sa ukazalo, Ze vtedajsia architektura pocitacov umoznuje nadludské vykony len v dobre ohranicenych
prostrediach pri Uzko definovanych otazkach.

Roku 1952 - Dr. William Ross Ashby (1903-1972) napisal knihu KonStrukcia mozgu: pévod adaptivneho
sprdvania[7]. Tato publikacia mala zasadny vyznam pre rozvoj neurénovych sieti.
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Roku 1954 - dizertacnu pracu Neurdnové siete napisal Dr. Marvin Lee Minsky (1927-2016). Minsky sa povaZuje
za tvorcu prvého umelého neurénu (perceptronu).

J— out (t)

in (£)<

wp ()
Perceptron

Roku 1956

- pocas letnej konferencie na Dartmouth College, John McCarthy, Marvin Minsky a dalSi vedci spolo¢ne
diskutovali o poslani umelej inteligencie (Ul) a planoch do buducnosti. Pojem umela inteligencia vytvoril John
McCarthy eSte pred jej konanim a Ul definoval ako vedu a techniku vyroby inteligentnych strojov,

- pani Rochester, Holland Habit a Duda sa prvykrat pokusili o pocitaovd simulaciu neurdnove;j siete.

Roku 1958 - bol americkym psycholégom Frankom Rossenblatom vytvoreny perceptréon[8]. Z perceptrénov
bola vytvorena prva neurénova siet so schopnostou ucenia. Tato neurénova siet bola vytvorena na salovom
pocitaci Mark | a jej Ulohou bolo rozpoznavat obrazce zo 400 fotobuniek, pricom vahy siete boli zak6dované do
potenciometrov. ISlo 0 novy pristup k rozpoznavaniu.

Roku 1959 - vedci Marvin Minsky a John McCarthy zaloZili Laboratérium umelej inteligencie na
Massachusettskej technickej univerzite a odStartovali tak vyskum v tejto oblasti. Financovala ho vlada USA,
ktora verila, Ze umela inteligencia im pomd&ze v studenej vojne.

Roku 1965

- sa zacal vyvoj expertného systému[9] Dendral. Bol ur€eny na urceny pre modelovanie pravdepodobnych
Struktur organickych molekul na zaklade Udajov ziskanych meranim na hmotnostnom spektrografe[10].

- bola publikovana praca Dr. Nilssona Uciace sa stroje[11].
Roku 1969 - Dr. Minsky a Dr. Papert popisali ¢innost viacvrstvového perceptrénu.
Obdobie: 1974 - do zaciatku 80. rokov

- bolo obdobim takzvanej ,prvej zimy umelej inteligencie”. I1Slo o obdobie zniZzeného financovania a zaujmu
o vyskum umelej inteligencie po sérii sklamani z jej vysledkov. Vedci totiz podcenili zlozitost problému
vytvorenia umelej inteligencie,

- popredny britsky matematik Sir James Lighthill (1924-1998) vtedy povedal, Ze stroje su schopné len
amatérskych vykonov v Sachu. Podla neho nikdy nezvladnu normalne uvazovanie Ci jednoduché ulohy, ako
rozpozndavanie tvare.

Roku 1981

- za koniec ,zimy” mnohi povazuju obdobie, ked'si inZinieri zacali uvedomovat komercnu hodnotu umelej
inteligencie,

- prvy UspesSny program zaloZeny na umelej inteligencii R7 vykonaval objednavky novych pocitacovych
systémov pre firmu Digital Equipment Corporation.

Roku 1986 - zlomom vo vyvoji umelej inteligencie sa stal vynalez postupu spatnej distribucie chyby (back
propagation)[12], s ktory vytvoril, resp. znovuobjavil, Geoffrey Hinton (1947) z Toronta.

V rokoch 1987-1993

- ukazalo sa, Ze expertné systémy ako R7 su velmi nakladné na udrzbu, tazké je ich aktualizovat a nedokazu sa
samé ucit,

- nastala preto ,druha zima umelej inteligencie”.

V 90. rokoch 20. storocia - nastal prudky boom v oblasti osobnych pocitacov.
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Roku 1997 - Sachovy superpocitac Deep Blue od firmy IBM porazil ¢loveka, vtedajSieho majstra Garryho
Kasparova (1963). PovaZuje sa to za prelomovu udalost v dejinach Sachu aj pocitacov.

Zaciatkom 21. storocia - sa zacala aj nova komunikacna éra. Internet zacal prepajat stale viac elektronickych
zariadeni a pripojené zariadenia spolu so sluzbami ako su socialne siete, zacali generovat obrovské mnozstvo

dat[13].

Roku 2002 - firma iRobot vyvinula prvého komercne UspeSného robota pre domacnost - autonémny vysavac.

V 21. storo€i - ,renesanciu” umelej inteligencie nastartovali predovSetkym obrovské databazy[14
a vykonnejSie pocitace15].
Roku 2011

- pocitacovy systém Watson, ktory dokaze odpovedat na zlozité otazky, porazil v kvizovej televiznej hre
Jeopardy! dvoch predchadzajucich [udskych vitazov a vyhral milién dolarov,

- v rovnakom roku firma Apple predstavila inteligentného osobného asistenta[16] Siri pre model iPhone 4S.

Roku 2012 - vyhrala skupina Studentov okolo legendarneho Geofreya Hintona vdaka novej metode zvanej
hiboké ucenie (deep learning)[17] sutaz v rozpoznavani objektov na obrazkoch. V3etkych troch takmer okamzite
zamestnala spolocnost Google.

Roku 2014, v novembri - bola prvykrat verejnosti predstavena Alexa. Je to hlasovy asistent pohanany umelou
inteligenciou. DokaZe rozpoznat hlasové prikazy a odpovedat na rézne otazky, vykonavat Ulohy a ovladat smart
domacnost resp. inteligentny dom[18].

Roku 2015

- londynska firma DeepMind Technologies, dcérska spolo¢nost Google, vytvorila pocitacovy program AlphaGo,
ktory hra stolovd hru Go[19],

- v oktébri program AlphaGo prvykrat porazil v hre Go ¢loveka, majstra Eurdpy Fan Huia.

Hra Go

Roku 2016
- nasledujuce verzie AlphaGo boli €oraz vykonnejsie, vratane verzie, ktora sutazila pod nazvom Master,

- program AlphaGo porazil svetového korejského Sampiéna Lee Se-dola v hre Go,
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PoraZka Lee Sedola v hre Go
- bola aktivovana Sophia, humanoidna robotka z dielne spolo¢nosti Hanson Robotics. Od svojho uvedenia
ziskala vela pozornosti ako jeden z prvych humanoidnych robotov s schopnostou interakcie a komunikacie
s ludmi. Roku 2021 vydrazili jej autoportrét za sumu 688 888 dolarov.

Sophia
Po ukonceni sitaZzného hrania - AlphaGo Master vystriedala eSte vykonnejSia verzia znama ako AlphaGo Zero,
ktora bola uplny samouk. Neucila sa z ludskych hier, hrala sama so sebou. Program AlphaGo Zero bol potom
zovSeobecneny do programu znameho ako AlphaZero, ktory hral dalSie hry, vratane Sachu a $6gi. Ani do
programu AlphaZero jeho autori nevlozili Ziadne ludské znalosti hier. Nakfmili ho iba pravidlami hry a potom
program, aby sa ucil, hral sam so sebou miliény partii.

Roku 2021, v janudri - bol verejnosti predstaveny program DALL-E. Tento model vyvinuty spolo¢nostou OpenAl
a ziskal velku pozornost vyskumnikov a verejnosti pre svoju schopnost generovat obrazy na zaklade textovych
popisov. DALL-E kombinuje pokrocilé techniky spracovania prirodzeného jazyka (NLP) s generativnym
modelovanim, ¢o mu umoznuje transformovat textové popisy na vizualne umenie. Jednoducho povedané ide o
systém umelej inteligencie, ktory dokaze vytvarat realistické obrazky a umenie z popisu v prirodzenom jazyku.

Roku 2022, 30. novembra - bol spusteny a verejnosti spristupneny novy fenomén vyvinuty spolo¢nostou
OpenAl s nazvom ChatGPT.

Spoloc¢nost OpenAl uvadza, Ze prototyp chatbota s umelou inteligenciou ma optimalizovany jazykovy model,
ktory mu umoznuje viest plynuly dialég a komunikovat.

ChatGPT dokaze odpovedat na takmer vSetky otdzky, opravuje chyby, piSe eseje a slohové prace, vyhotovuje
Zivotopisy a piSe piesne. Toto v3etko, a eSte ovela viac, dokaze len v priebehu niekolkych sekdnd.

[1]1V knihe sa robot ponasa skor na kyborga, t.j osobu vybaveni nesnimatelnymi mechanickymi castami. M6Ze ist o robotické
koncatiny, umelé organy Ci iné zariadenia voperované do organizmu, ktoré kompenzuju zdravotné postihnutie, pripadne
rozSiruji moznosti ludského tela.

[2] Nemali by ubliZit €loveku svojou €innostou ¢i ne€innostou. Musia poslichnut prikazy ¢loveka, ak sa nevylucuji s prvym
bodom a musia chréanit sami seba pred poSkodenim, ak to nie je v rozpore s prvymi dvoma zakonmi.

[3] Je zaujimavé, Ze John von Neumann (1903-1957), bol pri konStrukcii svojho prvého pocitaca ENIAC v roku 1946 do urcitej
miery inSpirovany aj spominanou pracou.

[4] The Organization of Behavior.
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[5] SlazZia tieZ ako Asimova fiktivna histéria robotiky.

[6] Sp6sob ako donitit stroje, aby sa nieco naucili bez toho, aby sme im dali kompletné inStrukcie. Ide o to, nekfmit ich
presnymi pocitacovymi inStrukciami, ale len datami, v ktorych sami najdu pravidelnosti alebo opakujtice sa €rty.

[7] Design fo Brain: The Origin of Adaptive Behavior.

[8] Perceptrén je prvkom neurénovej siete, ktoré si analogické biologickym neurénom. Do perceptrénu vstupuje niekolko
vstupov Xx;, X,..., ktoré perceptrén vyuZiva na vyprodukovanie binarneho vystupu.

[9]1 Expertny systém (ES) je systém, ktory poskytuje rady tykajice sa optimalneho vyberu, vie diagnostikovat problém a
podava odporucanie na vyrieSenie problému. V zasade ES pouZiva ludské znalosti na vyrieSenie redlneho problému, ktory by
na vyrieSenie normalne vyZadoval ludsku inteligenciu, respektive Specialistu - experta.

[10] Pri jeho vyvoji sa zistilo, Ze pre expertny systém su najddleZitejSie znalosti a vyvstali otazky, ako ich zbierat, ako zobrazit
a ako uloZit v pocitaci.

[11] Learning Machines.

[12] Spatna distribucia chyby je kld€ovym krokom postupného ucenia sa umelej neurénovej siete. PouZiva sa na vypocet
potrebnych Gprav parametrov, aby sa postupne tato chyba minimalizovala.

[13] Tie pozname pod pojmom Big Data. Velké mnoZstvo dat, synergické efekty pokroku vo vypoctovom vykone a teoretické
prelomy umoznili v ti dobu nevidany pokrok v oblasti umelej inteligencie.

[14] Databaza je nastroj na zhromaZdovanie a usporiadanie informacii. Databazy méZu obsahovat informéacie o
pouZivateloch, produktoch, objednavkach alebo o comkolvek inom.

[15] Napriklad neurénové siete, aktualne jeden z najpopuldrnejsich algoritmov umelej inteligencie, maju svoje pociatky uz v
50-tych rokoch minulého storocia. AvSak dlhé roky boli prakticky nepouZitelné pre ich vysoki vypoctovi naroc€nost. To sa
zmenilo najma s prichodom paralelného programovania na grafickych kartach. S ich pouzitim je mozné radovo zrychlit
algoritmy strojového ucenia, ktoré si dnes hnacim motorom v pokroku vyvoja umelej inteligencie.

[16] Virtualny osobny asistent je program, ktory rozumie hlasovym prikazom v prirodzenom jazyku a plni tlohy pre
pouZivatela.

[17] HIboké ucenie je podoblast strojového ucenia, ktora sa zaobera algoritmami inSpirovanymi Strukturou a funkciou mozgu
reprezentovaného umelou neurénovou sietou.

[18] Inteligentny dom znamena, Ze vas dom ma inteligentny domaci systém, ktory sa spaja s vasSimi spotrebi¢mi na
automatizaciu Specifickych udloh a zvycajne je ovladany na dialku. Inteligentny domaci systém moéZzete pouZit napriklad na
nastavenie a monitorovanie vaSho domaceho bezpecnostného systému a kamier alebo ovladanie spotrebicov, ako je vasa
chladnicka alebo klimatizacia a karenie.

krat 19 polickami kladu dvaja hraci svoje kamene tak, aby ohranicili €¢o najvacsie tzemie €i obklucili €o najviac superovych
kamerniov. Go méa neporovnatelne viac kombinacii tahov ako Sach. Preto je podla expertov tvorba programu tspeSného v tejto
hre ovela zloZitejSia ako toho Sachového.

Prevzaté a upravené z:
» Ludovit Odor, Rychlokurz geniality, N Press, s. r. 0., ISBN 978-80-8230-091-1,
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